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Goals   

1. Exploratory data analysis  
2. Classification
3. Performance metrics



Heart Disease (Cleveland) 
Instances: 303 

Attributes: 14 out of 76 
Type: categorical, numeric, integer 

Data Type: continuous, discrete



Exploratory 
Data Analysis 

1. Barplot
2. Pairplot
3. Boxplot
4. Heatmap



Results

H UH

160 137

54% 46%











Classifiers

1. Logistic regression
2. Boosted Logistic 

regression 
3. Random forest 
4. K-nearest neighbour



Logistic regression

● A logistic regression model 
is used

● Model improvement by error 
minimization



Boosted Logistic 
regression

● First classification based on 
each feature separately 
(decision stumps)

● Combining of the classifications 
by applying different weights 
and a logistic regression 



Random Forest

● Multiple Decision Trees are 
randomly created

● A data point is classified by 
each of them

● The class with the most ‘votes’ 
is the final classification



kNN 

● A new datapoint is classified 
by looking at the k nearest 
neighbors

● Best tuned model → k = 13



Performance 
Metrics

1. Accuracy dotplot 
2. Comparison graph 
3. PR curve 
4. PRG curve 
5. ROC curve
6. Calibration curve



The amount of agreement correct by the agreement expected by chance is Cohen’s Kappa







Precision:

Recall:
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Dataset description can be found here , and data file here.

  

https://doi.org/10.3390/jrfm13020037
https://doi.org/10.3390/jrfm13020037
https://doi.org/10.1016/0004-3702(89)90046-5
https://www.r-project.org/
https://www.researchgate.net/figure/Data-classification-by-logistic-regression-aClassification-of-1D-data-showing-the-fitted_fig1_353913155
https://www.researchgate.net/figure/Data-classification-by-logistic-regression-aClassification-of-1D-data-showing-the-fitted_fig1_353913155
https://www.researchgate.net/figure/Example-of-a-Random-Forest-workflow_fig2_342028855
https://www.researchgate.net/figure/Example-of-a-Random-Forest-workflow_fig2_342028855
https://archive.ics.uci.edu/ml/datasets/Heart+Disease
https://archive.ics.uci.edu/ml/machine-learning-databases/heart-disease/processed.cleveland.data


Thanks for listening! 
Questions ?





Top features: chest pain type (cp), number of major vessels (ca), maximum heart rate 
achieved (thalach), thallium scintigraphy (thal)



Accuracy ⇒ Downward trend  
 
 
Possible reason: Tuning parameters
 
● mtry (by default) → bagging   
● Fast  
● Good variance-bias tradeoff

 
 
 

 
 

  
●  nIter (by default) → decision 

stump  
● Speedy 
● Weak

 


